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The Chi square test for goodness of fit
	Before trying to explain what the chi square value is and how to get it, it is important to understand why the theorem was needed in the first place.  In all sets of data there will be some variation from what would be expected, unless ideal conditions are met which is highly unlikely as there is always a possibility for error. But how is the data that is received analyzed in comparison. How do we know how well the data correlates with what is expected. There are ways of relating two data sets to one another such as mean differences, percent differences, and in 1900, Karl Pearson introduced the chi-square distribution test. He came up with the test by comparing relative frequencies of observed data with respect to the relative frequencies of expected data.  This new method of analyzing the variance within a data set enabled the “goodness of fit” to be measured, that is to say, how well the data fits with what it should be.  The statistical implications and possibilities with such a test were incredible at the time and even now the chi square test is used in the forefront of statistical measurement.  For one of the major uses of the chi square analysis is the examination of the null hypothesis and seeing whether or not it can be rejected. By understanding what the formula means with respect to the data one can make more important assumptions regarding the data. 
	One of the most famous examples of the chi square test in action is in an analysis of Mendel’s theory on allele distribution within the gene.  Through collecting data on pea pods, Gregor Mendel was able to come up with the punnett square which states that with homozygous parents, one dominant phenotype and one recessive phenotype, their offspring would all share the dominant phenotype, and the next generation of offspring would have a 3:1 dominant to recessive ratio.  And if one was looking at 2 phenotypes simultaneously then the relationship would be 9:3:3:1 as shown in the following table:


	
	
	round/yellow
	round/green
	wrinkled/yellow
	wrinkled/green

	
	
	RY
	Ry
	rY
	ry

	round/yellow
	RY
	RRYY
	RRYy
	RrYY
	RrYy

	round/green
	Ry
	RRYy
	Rryy
	RrYy
	Rryy

	wrinkled/yellow
	rY
	RrYY
	RrYy
	rrYY
	rrYy

	wrinkled/green
	ry
	RrYy
	Rryy
	rrYy
	rryy



This is a very standard but also a very useful example of the chi square test, as it makes Mendel’s test repeatable and able to compare results obtained with what it actually should be. Thus it becomes a test of accuracy to the expected data, which allows for confirmation and correlation of one’s data.  
	Applying the chi square test happens through four major steps. The first step is the actual analysis of ones own data.  For the data seen later on, what one must do is find the frequencies of each variables occurrence. In this specific case there are four possible outcomes: round/yellow, round/green, wrinkled/yellow, and wrinkled/green, with round and yellow being the dominant phenotypes.  Because peas were not actually counted for this data, the random sample serves as filler requiring one extra step. Converting numbers to represent phenotypes. To do this the same ratio of Mendelain 9:3:3:1 such that all numbers below 9/16 of 100 represent round/yellow, likewise the next 3/16 is round/green and so on.  By doing this bins can be assigned to find the frequencies of each phenotype occurring, in this case, out of 500 offspring.  To get the expected values, apply the 9:3:3:1 to 500 as we did before to 100.  
	Now that the observed and expected values have been found, they can be plugged into the chi square formula. Shown below, it is the sum of the observed minus the expected, squared, and divided by expected (If this description does not make sense look at formula below). While the formula may seem complicated, all of the variables are already known so it is simply plugging in and solving. Each value of observed minus expected, squared, over expected must be added to one another to obtain the chi squared value.  
	Now that that’s been found the next step is finding the degrees of freedom.  The degrees of freedom are the number of variables minus one. Thus since there are four possible outcomes, n would be 4 and n-1 would be 3. The degree of freedom would be 3. 
And finally applying the chi squared table to see the probability of  the specific outcome  is of happening, if we say that there is a 5 percent chance that the data we obtained is just a chance occurrence and nothing else then the null hypothesis is accepted. With this data, find the degrees of freedom and find which probability the chi square value would fall under.  Here it is seen that the chi square fall somewhere between .9 and .1 thus we can reject the null as the probability was not due to chance but it because it fits the model of expected values.  


DATA (500 randomly generated numbers between 1-100)
	0
	62
	46
	51
	57
	61
	37
	62
	20
	80
	0

	54
	7
	76
	17
	78
	6
	51
	55
	27
	12
	54

	99
	81
	81
	5
	20
	64
	97
	25
	66
	93
	99

	9
	19
	52
	99
	84
	33
	93
	27
	41
	62
	9

	70
	9
	49
	72
	16
	30
	69
	60
	56
	89
	70

	26
	79
	38
	86
	25
	55
	69
	20
	82
	98
	26

	27
	100
	38
	19
	78
	75
	81
	6
	20
	97
	27

	39
	67
	95
	61
	93
	43
	47
	60
	53
	51
	39

	56
	84
	89
	3
	11
	29
	62
	98
	78
	91
	56

	12
	75
	91
	95
	59
	86
	71
	13
	77
	17
	12

	87
	57
	77
	91
	56
	29
	77
	63
	14
	78
	87

	42
	4
	32
	8
	15
	49
	64
	48
	49
	31
	42

	41
	25
	36
	86
	27
	54
	42
	31
	36
	16
	41

	46
	8
	71
	51
	41
	62
	49
	67
	82
	50
	

	68
	24
	99
	40
	82
	72
	48
	44
	70
	85
	

	19
	31
	54
	92
	89
	25
	32
	75
	20
	46
	

	80
	10
	4
	82
	35
	52
	90
	48
	78
	4
	

	22
	97
	98
	2
	43
	70
	93
	99
	44
	16
	

	69
	95
	74
	33
	82
	50
	69
	31
	93
	80
	

	78
	64
	38
	89
	75
	97
	19
	53
	98
	9
	

	93
	5
	38
	79
	33
	35
	63
	16
	10
	43
	

	100
	73
	41
	32
	98
	46
	48
	23
	73
	80
	

	5
	4
	4
	55
	36
	89
	4
	45
	89
	51
	

	11
	48
	6
	81
	69
	29
	65
	35
	4
	92
	

	79
	19
	93
	73
	89
	61
	79
	9
	32
	19
	

	58
	86
	47
	48
	16
	97
	59
	51
	88
	16
	

	38
	15
	89
	46
	45
	55
	51
	16
	43
	96
	

	8
	78
	2
	76
	14
	56
	21
	89
	7
	11
	

	39
	87
	87
	63
	88
	45
	33
	88
	9
	38
	

	57
	97
	57
	22
	29
	59
	84
	51
	13
	14
	

	40
	59
	87
	69
	82
	34
	97
	60
	78
	39
	

	90
	52
	73
	1
	98
	7
	65
	21
	85
	28
	

	14
	26
	31
	10
	11
	61
	85
	38
	7
	37
	

	59
	67
	34
	48
	75
	55
	90
	54
	43
	51
	

	97
	12
	28
	0
	35
	39
	20
	39
	32
	57
	

	75
	4
	85
	15
	33
	21
	9
	30
	0
	28
	

	96
	42
	84
	72
	57
	69
	90
	93
	30
	89
	

	82
	45
	35
	90
	14
	33
	6
	54
	95
	4
	

	90
	97
	48
	84
	11
	94
	10
	7
	78
	15
	

	24
	98
	19
	27
	7
	66
	78
	39
	20
	59
	

	86
	43
	80
	13
	95
	32
	93
	34
	17
	86
	

	59
	39
	30
	40
	51
	70
	25
	3
	21
	85
	

	29
	35
	80
	86
	92
	93
	87
	94
	96
	3
	

	49
	87
	97
	35
	19
	18
	96
	43
	87
	5
	

	30
	26
	10
	28
	76
	94
	39
	17
	21
	99
	

	94
	13
	69
	73
	74
	97
	18
	86
	25
	84
	

	61
	32
	18
	74
	30
	52
	30
	85
	46
	27
	

	46
	31
	49
	68
	64
	61
	64
	100
	17
	36
	

	91
	89
	54
	65
	58
	39
	20
	22
	65
	16
	






	
	bins
	observed frequency
	expected frequency

	round/yellow
	0-56.25
	279
	281.25

	round/green
	56.25-75
	82
	93.75

	wrinkled/yellow
	75-93.75
	101
	93.75

	wrinkled /green
	93.75-100
	38
	31.25

	total
	
	500
	500


Χ2=Σ(observed-expected)2
                              expected
X2= (279-281.25)2 + (82-93.75)2 + (101-93.75)2 + (38-31.25)2 = 3.509
	281.25		 93.75		   93.75	    31.25
Degrees of freedom= n-1
            n=4
          df=3
	Chi square table

	
	Probability

	Degrees of freedom
	0.9
	0.5
	0.1
	0.05
	0.01

	1
	0.02
	0.46
	2.71
	3.84
	6.64

	2
	0.21
	1.39
	4.61
	5.99
	9.21

	3
	0.58
	2.37
	6.25
	7.82
	11.35

	4
	1.06
	3.36
	7.78
	9.49
	13.28



3.509<7.82
Reject the null hypothesis that the data is due to chance.
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