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Chinese Linear Algebra 

     Linear algebra is considered to be one of the most advanced and useful studies in mathematics of the modern world. It is one of the core courses taught today in most university undergraduate mathematics programs. The matrix theory that accompanies it is also considered to be, according to 21st century mathematician Robert Hart, “…one of the staples of higher level mathematics education…” (Hart pg. 6)  Countless
 research has been done to further advance the field, but these advancements came after the development of determinants, which is accredited to the talented mathematician Gottfried Leibniz. Leibniz began his studies of elimination and determinants in 1678 and this is the starting point for many historical researches on linear algebra. Unlike calculus, where we can trace its development back t
o as far as the Greeks, the historical background on the development of linear algebra is limited. Prior to 169
8, there is barely any information or research done on it. This is because there is a lack of knowledge or evidence found prior to 1678, and also because of the contradicting points of view of those who tried to collect the research. Because so little evidence was available, researchers, including Hart, sometimes had to come to their own conclusions about ancient Chinese linear algebra. As a result, the little information we have isn’t as reliable as other mathematical research.

     The study of linear algebra can be traced back to as far as the Han Dynasty (206BC-8AD), but perhaps even further than that to the Qin Dynasty (221 BC-210BC). This is based on the Chinese book commonly known as The Nine Chapters, estimated to have existed no later than 100 BC, which contains problems that dealt with linear algebra. The techniques used were considered to show little development. Some claimed that they were not as advanced as the modern ones and therefore did not require further research. Others say that the methods lacked logical deduction, which was usually seen in the Greek mathematics. The high authority official Xu Guanqi held a similar view towards the Chinese mathematics. He regarded it to be inferior to Western mathematics and that a loss of the Chinese mathematics “…was no more regrettable than discarding ‘tattered sandals’.” (Hart page. IX) 

   When we study The Nine Chapters in detail, however, these claims can be refuted. This as a result can shine some light on the Chinese mathematics.

   The Nine Chapters is an anonymous book, similar to many Chinese Classics. It does not have one particular author th
at is responsible for compiling it but rather several, as the tradition was for later mathematicians to build on the work. If it had existed during the Qin Dynasty, no copies of it have been found, probably due to the infamous burning of books during the Qin Dynasty. Around 213 BC the emperor Quin Shi Huang (250BC-210BC) ordered fo
r all Confucian books to be burnt. As a result of his strict command many mathematical texts were lost; one of them was the Jiushu, which was the basis for The Nine Chapters. Those that opposed the burning of the “forbidden books” or those that still possessed them were sometimes buried alive, but what was hypocritical about this was that copies of them were still kept in the State Library (Shen, Crossley, and Lun page 54). Possibly, the Jiushu was there as well. Unfortunately, the Qin Dynasty fell, a civil war broke out, and the books in the State Library were lost. No copies of the former Nine Chapters survived or have been found as of today. 

     In light of this, through mathematical knowledge that was allegedly “handed down” from mathematician to mathematician, Zhang Cang and Geng Shouchange of the former Han Dynasty (206BC-8AD) were able to recompile the problems into an updated version of The Nine Chapters. According to Liu Hui in his commentary, both Cang and Shouchange were working with old remains of incomplete manuscripts. From these they were able to compile and revise the old mathematical knowledge given to them. So, The Nine Chapters that we now know and possess was recompiled from a collection of older and newer mathematical ideas. 

     The Nine Chapters consists of 246 problems that fall into nine categories and therefore making up nine chapters. The first chapter is called field measurement, which deals with areas of geometric figures and rules of fractions. The second chapter is called Millet and Rice, which deals with the Rule of Three, but for simplifi
cation purposes we will be dealing with the two chapters that closely connect our modern method of finding determinants or unknowns of systems of linear equations to the ancient Chinese mathematical techniques. Those two chapters are chapters seven and eight.

     Chapter seven of The Nine Chapters is called Excess and Deficit. It contains 20 problems that use the “Rule of Double False Position” (Shen, Crossley, and Lun page 349) to solve for unknowns. In our modern terminology, the Rule of Double False Position assumes two different false values for x that will result in two errors. The values for a, b and c in the equation ax+b=c are unknowns. When we let x=a₁ we obtain an error c₁. When we let x=a₂ we get another error c₂. These two equations subtracted together and rearranged would give us the value for a to equal c₁-c
₂/a₁-a₂. Adding the two equations, substituting c₁-c₂/a₁-a₂ for a and solving for c-b would give the answer c-b= a₂c₁-a₁c₂/a₁-a₂. From these two findings we can substitute back to the original equation to solve for x, which x= a₂c₁-a₁c₂/c₁-c₂.

     The Rule of Double False Position gives th
e general method for solving linear equations. It is used throughout chapter 7 to solve equations with two conditions and two unknown and is known as the Excess and Deficit Rule. The Excess and Deficit Rule says to lay down the contribution rates on the counting board and position the excess and deficit below. Then cross multiply the rates to the excess and deficit. Add these to become the upper quantity. Combine the excess and deficit to become the lower quantity. For the contribution rates subtract the lesser from the greater and use the remainder to reduce the divisor and dividend. Divide the remainder from the divisor and dividend to obtain the two unknowns.  

     An example to show how this is laid out is problem 1 in chapter seven. Problem 1 states “Now an item is purchased jointly; everyone contributes 8, the excess is 3; everyone contributes 7, the deficit is 4. Tell: the number of people, the item price, what is each? Answer: 7 people, item price 53.” (Shen, Crossley, and Lun page 358). Our modern way of writing this is 8x₁-x₂=3 and 7x₁-x₂=-4. The instruction states to lay down the rates and the excess and deficit below them. 

            7        8                       

           4         3       

Cross multiplying and adding the contribution rates we get 7x3+8x (-4). Adding the bottom two numbers would equal to 7. So the layout is 

             7         8

             4        3      

           7x3+4x8 

               4+3

   Next we subtract the lesser from the greater 

             7         8

             4        3      

           7x3+4x8 

               4+3

               8-7

Using 8-7 as the denominator, we divide each value found to get the answer. 

            (7x3+4x8)/(8-7)=7 

              (4+3)/(8-7)=53 

      This method is similar to Cramer’s rule for finding unknowns in systems of linear equations through determinants, published by Gabriel Cramer in 1750. In Cramer’s rule we first write out the coefficients in the augmented matrix form. Using the two previous equations 8x₁-x₂=3 and 7x₁-x₂=-4, we would have the matrix form

           8    -1         3

           7    -1       -4                                 

The coefficients are then cross multiplied and subtracted to obtain (8x(-1)-7x(-1))=-1, which is known as the determinant. We then substitute the 3 and -4 into one of the columns.

         3     -1 

        -4      -1  

This is then cross multiplied and subtracted to obtain (3x(-1)-(-4x(-1))=-7. This answer divided by the previous answer would give 7, the same as the solution presented in The Nine Chapters. The other answer is also obtained using the same procedure except the two numbers 3 and -4 are substituted in to the second column. This also gives the same answer as that in the Excess and Deficit Rule. 

     The difference between the two rules is that the first rule dealt with all positive numbers. Chapter seven in fact avoided using negative numbers and it is not until chapter eight that they were introduced. Another difference is how the coefficients or rates are laid out. 

     Unlike our way of writing equations, the traditional Chinese mathematics had no signs for unknowns, no signs for operations, and no signs for comparisons. The numbers were laid out on a counting board using counting rods and the variables were indicated by the relative positions of the given values. The traditional Chinese way of laying out the coefficients on the counting board was to lay them out in columns from right to left. This as a result is the same layout as our augmented matrix form with the same numbers aligned to their relative positions except that it is rotated 90 degrees. But, with either orientation the methods are still similar to our modern day matrix theory and the solutions are the same. 

      Chapter eight of The Nine Chapters also contains methods t
o solving systems of linear equations that is closely similar to our modern method. The Array Rule in particular has often been compared to the Gaussian Elimination method, published by C.F. Gauss in 1826. But to better understand both methods, we will start off with an example. Problem 1 in chapter eight states, “Now given 3 bundles of tope grade paddy, 2 bundles of medium grade paddy, [and] 1 bundle of low grade paddy. Yield: 39 dou of grain. 2 bundles of top grade paddy, 3 bundles of medium grade paddy, [and] 1 bundle of low grade paddy, yield 34 dou. 1 bundle of top grade paddy, 2 bundles of medium grade paddy, [and] 3 bundles of low grade paddy, yield 26 dou. Tell: how much paddy does one bundle of each grade yield? Answer: Top grade paddy yields 9 ¼…medium…4 ¼…low…2 ¾ dou.” (Shen, Crossley, and Lun page 399).

     The instruction for solving this problem first says to lay down the rates on the counting board from right to left in columns.  

       C         B          A 

       1         2          3                                  I         II          III

       2          3        2  
  II       III          II

       3           1        1                                III         I           I      

      26      34       39                                    I
IIII        IIII

Next, we take the top number three in column A and multiply it to the entire column B. Subtracting twice by the corresponding numbers in Column A should eliminate the top number of column B. Following the same procedure but this time to column C, the top number again is eliminated and the final step is to eliminate the second number in column C also to obtain the triangular form of the matrix. From there we use back substitution to find the unknowns. These steps are shown belo
w.

C        B        A               C        B        A               C        B        A              C        B        A               C        B        A                          

1        6        3               1        0        3               3        0        3               0        0        3               0        0        3

2        9        2               2        5        2               6        5        2               4        5        2               0        5        2    

3        3        1               3        1        1               9        1        1               8        1        1              36        1        1

26    102    39            26      24       39            78      24       39             39      24       39          99      24       39

C        B        A               C        B        A               C        B        A              C        B        A               C        B        A           

I         I        III               I                    III            III                 III                                     III                                           III

II        IIII        II               II      IIIII    II               I       IIIII      II                 IIII      IIIII     II                                IIIII       II    

III        III        I               III        I        I            IIII        I        I                     III        I        I                       I           I        I

 I     I   II         IIII                I        IIII      IIII        I   III       IIII      IIII            IIII        IIII       IIII        I   IIII      IIII       IIII


                                                                   Back Substitution 

3rd unknown=99                                                                                                              l=99/36=11/4                

2nd unknown=(36x24-99)/5=153                                       divided by 36                  m=153/36=17/4

1st unknown=(36x39-2x153-99)/3=33                                                                        t=33/36=37/4

     Basically, in back substitution the 99 is kept, which becomes the third unknown. The second unknown is found by cross multiplying the terms, subtracting by 99 and dividing the answer by five. The first unknown uses the same method of cross multiplying, subtracting the terms and dividing the answer by three. These three unknowns divided by 36 would give the answer to the riddle. 

     The Array Rule is similar to the Gaussian Elimination method in that it tries to eliminate the coefficients that would result in the triangular form of the matrix. Here is how the problem would be solved using the Gaussian Elimination method. 

3   2   1   39                3   2   1   39               3   2      1   39               3    2     1   39               3    2     1    39 

2   3   1   34                                                   0  5/3  1/3  8                0  5/3  1/3  8               0  5/3  1/3   8

1   2   3   26                                                   1   2     3    26                0  4/3  8/3  13            0    0   12/5 33/5 

12/5l=33/5            l=165/60=11/4                m=17/4                  t=37/4

Starting with our modern-day augmented matrix form we first try to eliminate the two in the first column by dividing 2 by 3 and multiplying that to the numbers in the top row. The answers are used to subtract by the numbers in the second row and this method would eliminate the 2. The same method is applied to the one in the first column and the two in the second column must be eliminated as well to get the triangular matrix form. From that we can read off the answer to find the third unknown. Substituting the answers into the last two rows would give the answers to the three unknowns. 
     The similarities and differences between the two approaches are pretty evident from the given examples. The Array rule tries to avoid dealing with fractions until the very last step. The Gaussian Elimination on the other hand used fractions from the very beginning of the computation and the answers could be found simply through substitution in the end. Despite the differences, both methods are closely connected through the elimination process, which reduced the matrix to its triangular form.

     The two methods used to find the unknowns in chapters seven and eight are pretty modern compared to what we use today. Although the examples given so far showed only positive numbers, the ancient Chinese also had ways of dealing with negative numbers, but the negative numbers do not show up until problem four of chapter eig
ht. To deal with negative numbers, the Sign (Zhengfu) Rule was introduced. In Liu Hui’s commentary, he explains how to perform the operations with positive and negative numbers using the convention that the red counting rods represented positive numbers and the black stood for negative ones. Positives were distinguished as upright and negatives were slanted. In the rule he states that “Same signs are subtracted, opposite signs are added…” (Hart page 85), which showed how the numbers are reduced. Using this rule, the positive and negative numbers are used to cancel one another, which is the same as to how we would perform the operations today. 

     So, could it be that the Chinese mathematical ideas had spread to the Western world and overtime had sparked the development of linear algebra? If this is so, this could piece together the fragmented history of the development of linear algebra, expanding it all the way back to the Chinese.

     When we study The Nine Chapters in detail and compare the rules to those found in later works, we can see a close connection between them. In general, the methods used to solve the problems are very similar to one another. One example is al-Khwarizmi’s work on equations in the Al-jabr w’al muqabala. In his work, he describes the same style of operation of restoration that was found in the Array Rule. But the problem with making an assumption here is that al-Khwarizmi did not deal with systems of linear equations. The Rule of Double False Position, however, did appear in his work and according to A.P. Youschkevitch, the Rule of Double False Position had probably existed during al-Khwarizmi’s days in the ninth century (Shen, Crossley, and Lun page 352). So, it could have been possible that the Chinese mathematical technique had reached him. Another example comes from Aryabhata’s work in the Aryabhatiya. In it he introduces the Method of Inversion found in proposition 28 of chapter 2. It read as “Multipliers become divisors and divisors become multipliers, additive becomes subtractive and subtractive becomes additive.”(Shen, Crossley, and Lun page 384) This statement is the same as Liu Hui’s Alternative Method. 

     These similarities suggest a possible transmission of mathematical ideas from China to other cultures. How? One possible route traveled could be the Silk Road. The Silk Road was a trade network that linked China to other countries in the West. It was along this transportation route that new ideas could be exchanged. The most evident of these were with China and India. Many times, there were parallels between the developments of Chinese mathematics and that of India and similarities in mathematical ideas have arose in works such as the Aryabhatiya and The Nine Chapters. 

     Based on trade routes and contacts with neighboring countries, there is no doubt that there were exchanges of ideas across cultures, one of them being mathematics. But, could these ideas have possibly reached Europe and stimulated the development of linear algebra starting with Leibniz? 

     As was mentioned earlier, the history of linear algebra prior to 1678 is limited. There is a gap between the Chinese development of linear algebra and ours and the methods used are not entirely the same. When we analyze ancient mathematical text, being accustomed to the Euclidean method of deduction and the modern methods of solving equations, we tend to solve it our way as can be seen in some sources. This as a result leads us to thinking that our method is the same as theirs when it is not. From looking at both methods, we can see that there are differences between the two. Unlike the connections between the Chinese and Indian mathematical development, the Western development was somewhat different and it could be possible that our modern-day method of solving linear equations had grown independently from that in China. But,as we have mentioned before there is a great gap in our history on the development of linear algebra. We cannot possibly know for sure because our history is fragmented. 

     One possible assumption that we could make given these connections, however, is that these ideas were transmitted to the Western world from China and from there our theory of the matrix and the different methods to solving more complicated ones developed.

     Today, it is well known that the mathematical ideas from India and the Arab world had greatly influenced our development of mathematics. Some of these included the zero sign, the negative values, and the signs of operations. If the Chinese mathematical ideas, particularly those in The Nine Chapters, had reach to India and the Arab world many of them must have been spread to Europe as well. 

      If this is true, then how is it that our history of linear algebra is so limited to 1678 considering the fact that it is so advanced and useful today? Perhaps in ancient times, solving for systems of six unknowns was probably not necessary. With the rise in technology and engineering, however, more and more studies are done on linear algebra because it has become so useful. So, maybe it was because of this reason that there is a big gap in our history. 

     Nevertheless, our history of linear algebra many times starts with 1678 because this was the year that Leibniz began his studies of eliminations and determinants. It was perhaps in his findings that he came upon the Chinese mathematical ideas since he has been well known to be a …Sino
phile interested in the translations of such Chinese texts as were available to him…” (Hart page 2) and had further developed it. But, from the evidence gott
en so far, we may never know.  

     What we have come to show, however, is the fact that the ancient Chinese method for solving systems of linear equations is as effective as the modern one. Problem one in both examples given earlier are just simple compared to the other problems in chapters seven and eight of The Nine Chapters. In chapter eight we can find solutions to linear equations with up to six unknowns. All eighteen problems presented deals with determi
nant systems except for problem thirteen, which had six unknowns and five equations. An analysis of these problems have shown that the traditional Chinese method to solving linear equations was more developed and advanced than what some of us may have originally thought.
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�“Countless research” should probably be “Much research” or “A great deal of research.”


�The “to” is not needed here.


�Typo for 1678?


�Use “who” here (“who” for people, “that” for things).





There is a similar place later in the paragraph too.


�Don't need the “for” here


�I think you mean “for the purpose of keeping this paper simple” (?)


�For clarity, there should be parentheses here around the numerator and the denominator:                  (c1-c2)/(a1-a2)


�It might be better to say “a general method.” Also, in the form you describe, it really only applies to systems of two equations in two unknowns.  As you say later, this is getting very similar to the calculations used in Cramer's Rule for two equations in two unknowns(!)  


�Say “methods for”


�The formatting for this part of the paper was unfortunately somewhat “delicate.”   I was able to read it on a PC, but not on the Sun workstation in my office with the “Word emulator” I use for most things.  No penalty there, just FYI.  


�This sentence could be split into two.  


�This is a fascinating point.  I think it is something mathematical historians should look into more!


�Perhaps better to say “found” here.


�This is the wrong word – it should be “determinate.”  A determinate system is one for which there is only one collection of values for the variables that gives a simultaneous solution of the whole system.  An indeterminate system is one for which there are infinitely many solutions.  (An example would be the single linear equation


2X + Y – 4 = 0.  The solutions are all of the pairs (X,Y) corresponding to points on a line in the plane.)  The indeterminate case can happen when you have more variables than equations, or when one of the equations in a system is a consequence of the others, as in this system:


 


2X + Y – 4 = 0


4X + 2Y – 8 = 0





(any solution of the first is equation also a solution of the second).
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Lucia and Xuan Ha, 





Very good job on the final project paper and presentation.     I hope you found this to be an interesting topic.  I know I certainly learned some new things in reading up on this before making up the final project suggested topics(!)





Paper:  A  (95)


Presentation:  A-  (92)








