Paige,

   Your work with the spreadsheets is very good and the “report” is generally good.  
Comments:

1)  You are right that the  ln(y)  versus  ln(x)  regression gives the closest to a good fit.  But you don't take the next step to use the coefficients in the regression line and see the functional relationship between  y  and  x.  Recall from our derivation in class that if  ln(y) = m ln(x)  +   b,  then y = c 
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, where  c = 
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.   In our case,  m  is quite close to m = -1, and the resulting relationship has been observed before and even given a name:  “Zipf's Law.”    (-2)   

2) Also, it is true that if you omit the largest  7  cities, the data is closer to being linear, but

the residuals for the  y  versus  x  and  ln(y)  versus  x  regressions still show the same type of strong patterns as when you look at the whole data set.  So the power law form is still the best fit even excluding those large cities.   (-1)

3)  In B2, what you say is OK.   But it is also true that the value for location 13 is usually quite a bit more than 2 SD's below the mean, even including that location in computing the mean and SD.  That is a stronger argument for excluding it than just saying the SD goes down.  (-1)  

5)  In B5, what you are saying is not too clear.  The fact that one is negative means that as the corresponding variable (oxide layer thickness) is increased (while the other is held fixed), the uniformity of the polysilicon layer decreases.  On the other hand, if the oxide layer thickness is fixed, as deposition time increases, the uniformity increases. To get more uniformity, it looks like the best thing to do is to make the oxide layer less thick and make the deposition time longer.  
(-1)
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A.

1. According to the correlation coefficient for the relation between the rank and population, 

-0.702597025, suggest a pretty negative linear relation. However, the residual plot shows a clear curve, a pattern, which indicates that a linear model is not an appropriate representation.

2. The correlation coefficient r= -0.954391826 indicates a strong, negative linear relation.

However, like in the relation between x and y, the residual plots for the relation between ln(y)

and x has a clear pattern so a exponential model is not appropriate. 

3. For the relation between ln(y) and ln(x) r=-0.984565661, which is an indication of an even stronger linear relation, however the residuals show don’t show a pattern, therefore a power function is an appropriate model.

4. When you repeat one through three, removing the first eight terms, a linear regression model is appropriate and the residuals for x and y no longer have a pattern. There is no “lack of fit”. 

5. With the first eight populations, rank and population follow a power law trend, but when you remove the first eight populations, the model fits a linear regression.

B. 

1. The statistic to measure uniformity would be standard deviation.

2. It makes sense to exclude the site 13 from each wafer because it changes the SD of each dramatically. If you compare the SD of the wafers with all site and the SD of the wafers without site 13 there is a significant difference. The SDs without site 13 are significantly lower than the SD with site 13. For example, for wafer A17 has an SD of approximately 85. However, excluding site 13, wafer A17 has an SD of approximately 48, nearly half of the first standard deviate with site 13.

4 . 
The residuals of the data from (3) is a good for the data because a pattern would indicate a “lack of fit”, but these residuals have no apparent pattern. Therefore, it is a good fit.

5.  
The signs coefficients indicate whether the x variables are increasing or decreasing. A negative sign means it is decreasing and a positive sign means it is increasing. The oxide thickness is decreasing by approximately -0.072x and the deposition time is increasing by approximately 1.21x. 
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