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EBIR (Exact Bayesian Inference in Regression) – A program to calculate the exact posterior distribution for Bayesian Variable Selection

The syntax for the EBIR algorithm is:
[top_models marg_prob] = EBIR(DATA, num_results, k_i, k_e, p_i, v_0, sig_0);
 ‘DATA’ is the only required input.  The others will be given default values if not specified by the user.  

Typing EBIR() into the command line of Matlab will display the proper syntax.
Typing EBIR(‘examples’) into the command line of Matlab will display several examples of how the EBIR algorithm can be used, including the code necessary to analyze the Crime and Punishment data set described in the manuscript.



[bookmark: _GoBack]Input Parameters:
DATA: A matrix containing the data to be analyzed.  Each row of the matrix should contain one observation.  The first column of each row should hold the output, Y, while the remaining columns (2 to num_vars +1, where num_vars is the total number of variables) should correspond to each of the predictors. i.e. DATA = [Y X].
num_results:
i. (Default) If num_results = 0, then EBIR will return the posterior probability for every possible sub-model.
ii. If a value for num_results > 0 is specified by the user, then EBIR will only return the best num_results sub-models.
k_i, k_e:  The scale parameters for the multivariate normal prior distribution on the regression coefficients.  As a general rule, the inclusion parameter should be chosen so that 0 < k_i < 1, while the exclusion parameter should be large, k_e > 1.  If no values are entered by the user, the default parameter settings are: k_i =0.01, k_e = 100. 
p_i: The prior probability of including a variable in the regression.  Note:  p_e is the exclusion probability [p_e = 1-p_i].  By default, all sub-models are equally likely, i.e. p_i = p_e =0.5.
v_0, sig_0: The parameters for the Inverse χ2 prior distribution on the error variance.  These parameters act as v_0 pseudo data points of variance sig_0.  By default, v_0=5 and sig_0 =1.

Output Parameters:
top_models: 
i. If num_results = 0, then top_models is a vector containing the posterior probability of every possible sub-model given the data.  The probability of each sub-model is stored in top_models according to the binary representation of the sub-model, Am.  For example, if there are 5 possible variables, the sub-model which includes variables 3 and 5 but excludes variables 1, 2 and 4 is 00101 [binary] or 5 [decimal].  However, there are two caveats: 1) Vector indices in Matlab start at 1, not 0, so all indices are shifted up by one position, i.e. 00101 is stored in position 6, not position 5; 2) When converting from decimal to binary, Matlab writes binary vectors ‘backwards’, i.e. 5 is 10100 as a binary number.  Thus, to find out which sub-model produced the probability located in position index you can type: 
A_m = fliplr(dec2binvec(index-1, num_vars));
into the command line of Matlab, where num_vars is the total number of possible regressors and fliplr reverses the order of a vector.  Equivalently, you can also type:
A_m = zeros(1,num_terms);
index=index-1;  		%Because model 0 is in position 1
for i = num_terms:-1:1
	A_m(i) = mod(index,2);
	index = floor(index/2);
end
into the command line of Matlab to generate the vector Am.
ii. If num_results >0, then top_models will be a matrix containing the best ‘num_results´ sub-models.  Each row corresponds to one sub-model, ranked in descending order by its posterior probability.  The first column will indicate the posterior probability of each sub-model, while the remaining columns indicate the included variables of that sub-model.  Included variables will be indicated by their variable number and excluded variables by a ‘0’.
marg_prob: The marginal probability of including each variable in the regression
