College of the Holy Cross, Fall 2018
Math 244
Solutions to Midterm 3 Practice Problems

1. Let S: U =V and T : V — W be linear transformations.

(a) Prove that if S and T are injective, then T o S is injective.
Solution. Let u € Ker(T' o S). Then (T o S)(u) = 0, so T(S(u)) = 0, and
therefore S(u) € Ker(T"). But T is injective, so Ker(T") = {0} and thus S(u) = 0.
This implies u € Ker(S). Since S is injective, Ker(S) = {0}, so u = 0. Thus
Ker(T o S) = {0}, so T o S is injective.
(b) Suppose T o S is injective.
(i) Prove S must be injective.
Solution. Suppose u € Ker(S). Then S(u) = 0, which implies (T'05)(u) =
T(S(u)) = T(0) = 0. Thus u € Ker(T o S). But since T o S is injective,
Ker(T o S) = {0} and thus u = 0. Hence Ker(S) = {0}, so S is injective.
(ii) Show by example that 7" need not be injective.

10
Solution. Let S : R? — R3 have matrix A= [0 1| andlet T : R3® — R?
00
. 1 00 9 9 :
have matrix B = 01 ol Then T o S : R — R* has matrix BA =

[é (1)] , s0 T'o S is injective, but T is not injective since Ker(7T") = Span(es).

1 1 1
2. Let A=|0 1 1}.
2 —1 3
(a) Find the inverse of A.
Solution.
1 1 1|1 0 0 (1 1 1 1 0 0 1 0 0 1 -1 0
0O 11|01 0f(—=10 11 01 0|]—=1011] 0 10
2 -1 3|0 0 1 |0 -3 1|-2 01 00 4/-2 31
1 0 0 1 =1 0 1 00 1 -1 0
—-]011 0 10|—=]010| & 3§ —2%
ooaf-p i) Loofd 1]
1 -1 0
SoAl=|1 1 1
1 3 1
2 4 1

(b) Find the solution of the system

Ty + X9 + T3 = 2
i) + rs3 = —1
2(1)1 — Ty + 3(1)3 = 4
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Solution. The system can be written Ax = b, where b = | —1|. The solution
4
is
1 -1 0 2 3
x=atbo |3 b ol o]
S8l A _3
2 4 4 4

3. Suppose A and B are n X n invertible matrices.

(a) Prove that AB and BA are invertible.

Solution 1. Since det(A) # 0 and det(B) # 0, det(AB) = det(BA) = det(A) det(B) #
0, so both AB and BA are invertible.

Solution 2. Since
(B'A™Y(AB) = BN (A" A)B =B 'IB=B'B=1
and
(AB)(B'A™)) = A(BB™Y)A™' — ATA™ = AA =T,
the matrix B~*A~! is the inverse of AB. Likewise A~1B~! is the inverse of BA.

(b) Show by example that A + B is not necessarily invertible.

Solution. Let A = I and B = —I. Then A and B are both invertible, but
A+ B = O (the zero matrix) is not invertible.

4. Let T : V — W be an isomorphism.

(a) Prove that {vy,..., vy} is linearly independent if and only if {T'(vy),...,T(vk)}
is linearly independent.
Solution. First suppose {vy,..., v} is linearly independent, and assume that

aT(vi)+ -+ aT(vy) =0
for some scalars ¢y, ..., c,. By linearity of T" this implies
T(c1vy+ -+ cxvy) = 0.

Since T is an isomorphism, it is invertible. Applying 7! to both sides of this
equation gives

C1V]L + -+ Vg = T71(0> =0.
Thus, because {vy,...,vi} is linearly independent, ¢; = --+ = ¢, = 0, which
implies {T'(v1),...,T(vy)} is linearly independent.
Now suppose {T'(vy),...,T(vg)} is linearly independent, and assume

avi+ - +evp=0

for some scalars cq,...,c,. Applying T to both sides of the equation and using
linearity implies

aT(vy)+ -+ T (vy) =0.
Thus, because {T'(v1),...,T(vy)} is linearly independent, ¢; = -+ = ¢ = 0,
which implies {vy,..., v} is linearly independent.



(b) Suppose U is a subspace of V' with dim(U) = k. Prove that
T(U)={we W |w="T(u) for some u e U}
is a subspace of W with dim(7(U)) = k.

Solution. Let @ = {vy,..., vy} be a basis for U. Then « is linearly independent,
so by the previous result, 5 = {T'(vy),...,T(vg)} is also linearly independent.

We claim that T'(U) = Span(8). To see that Span(f8) C T(U), let w € Span(f3).
Then w = ;T (vy) + - -+ + ¢ T(vy) for some scalars ¢y, ..., c,. By linearity, this
implies w = T'(¢;vy + - - - + ¢, vg). But since « is a basis for U, ¢;vy + -+ -+ vy €
U and thus w € T(U). To prove the reverse inclusion, let w € T'(U). Then
w = T'(u) for some u € U. Since « is a basis for U, u = vy) + - -+ + ¢,T (v, for
some scalars ¢y, ..., cg. Thus, by linearity, w = 1T (vy) + - -+ + T (vy), which
implies w € Span(f). This proves T(U) = Span(f).

Thus f is a basis for T'(U). Since § has k elements, dim(7'(U)) = k.

5. Let A be an n x n invertible matrix. Prove that its inverse is unique.

Solution. Suppose B and C are both inverses of A. Then AB = BA=AC =CA=1.
Consider the matrix BAC. On the one hand, BAC = IC = C, while on the other
hand BAC = BI = B. Thus B =C.

6. (a) Suppose A is a matrix whose columns vy, ..., v, are nonzero and orthogonal to
each other. Prove that A is invertible and that A~! is the matrix whose rows are
Vi Vi
[val27 77 flval2
Solution. Let B be the matrix whose rows are ”‘:’11“2, R ”‘j’n"HQ. Then
Vi-Vi vVi-ve .. Vi'Vp
b B R Lo 0
2V 27V L. 2'Vn
BA_ | TP Tl arf | _ (U1 o _,
Vn Vi Vn V2 .. Vn'Vn P
[vall® llvall? [[vnl® 00 1
so B=A"1
1 1 1
(b) Use the result of part (a) to find the inverse of that matrix A= |1 —1 1 |.
1 0 =2
Solution. The columns of A are orthogonal to one another, so
L1 1
3. 3
Al = % -3 0
L _2
6 6 6

7. Suppose A and B are similar matrices. Prove A" is similar to B" for any positive
integer n.

Solution. Since A and B are similar, there exists an invertible matrix () such that
B = Q7 'AQ. We claim that B" = Q' A"(Q for any positive integer n, from which the



10.

similarity of A™ and B"™ follows. Let’s prove this by induction. The case n = 1 holds
by assumption. Now suppose the claim holds for some n > 1. Then B" = Q1A"Q so
using the fact that B = Q 1AQ we have

B"™ = B"B = (QT'A"Q)(QAQ) = (@' AM)(QQ ) (AQ) = (Q7TAM)I(AQ)
= (Q71A"(AQ) = @71A™1Q

so the claim holds with exponent n + 1. By induction, the claim is true for all positive
integers.

Prove that similarity of matrices is an equivalence relation. That is, prove the following
three statements:

e Any matrix A is similar to itself
e If A is similar to B, then B is similar to A

e If A is similar to B and B is similar to C', then A is similar to C.

Solution. To prove A is similar to itself, let @ = I. Then Q7! = I, so Q7 1AQ =
TAI =TA=A.

Next suppose A is similar to B. Then B = Q1 AQ for some matrix (). Left-multiplying
both sides by @ gives QB = A(Q. Right-multiplying both sides by Q! gives QBQ ™! =
A. Let R=Q7'. Then R~! = Q, so we can write the previous equation as A = R~'BR,
so B is similar to A.

Finally, if A is similar to B and B is similar to C, there exist matrices () and R such
that B = Q7 'AQ and C = R"'BR. This implies C = R'Q ' AQR. Define S = QR.
Then S~ = R7'Q™!, so the previous equation becomes C' = S~'AS, and therefore A
is similar to C.

. Let T : R®> — R? be the linear transformation that satisfies T'(2,—1,3) = (2,0,0)

T(7,0,7) = (0,0,—7) and T'(0, —3,6) = (0, 3,0). Find the matrix for 7~ with respect
to the standard basis.

Solution. The given relations can be rewritten as T-1(2,0,0) = (2, —1,3), T7*(0,0, —7) =

(7,0,7) and T(0,3,0) = (0,—3,6). By linearity, 7'(1,0,0) = (1,—3,3), 7(0,0,1) =

(—=1,0,—1) and T(0,1,0) = (0, —1,2), and thus the matrix for T with respect to the
1 0 -1

standard basis is —% -1 0 |.
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Let T : R* — R? be the linear transformation such that 7'(1,2) = (4,1) and T'(3, —1) =
(2,—1). Find the matrix for 7" with respect to the standard basis.
Solution. Let A be the matrix for 7" with respect to the standard basis, and let

1 3 4 2
B—L _1} and C—{l _1}.



The AB = C, so

o [4 271t 37 18 10
A=0B —[1 —1}?[2 —1]_? -1 4]

2 1 —2
11. Let « = {a,b,c}, where a = [2|, b = [=2|, and ¢ = | 1 [. Recall that the
1 2 2

projection onto the plane spanned by a and b is the linear transformation 7' : R* — R?
defined by

(a)

v-a v-b
o= (e (32)
(v) a-a a+<b-b>
Verify that a is a basis for R® and find [I] and [I]§ where {3 is the standard basis
for R3.

2 1 =2
Solution. The matrix A = |2 —2 1 | whose columns are the vectors in « is
1 2 2

invertible by the result of problem 6 since its columns are nonzero and orthogonal
to one another. Thus « is linearly independent, and therefore a basis for R?. Since
the columns of A are simply the vectors in « written in standard coordinates,
A = [I]5. Applying the result of problem 6 again, its inverse is

2 2 1
1
[I]g:A*l:§ 1 -2 2

-2 1 2

Find [T]5.
Solution. Sincea-b =a-c=b-c =0, it follows from the definition of T that

T(a) =a=la+0b+0c
T(b) =b=0a+ 1b+ 0c
T(c) =0 =0a+ 0b+ 0Oc,

and thus the matrix for 7" with respect to « is

[T]a =

O O =
O = O

0
0
0



2 1 =2 1 00 1 2 2 1
=12 -2 1 010 9 1 -2 2
1 2 2 _0 0 0 -2 1 2
1'2 1 =22 2 1
:5 2 =2 1 1 -2 2
1 210 0 0
1 5 2 4
=512 8 -2
4 2 5
1 111
) . 1 2 1 2
12. (a) Find the determinant of 1133
1 3 3 1
Solution.
1 111 1 1 1 1] 111 1 111 1
1 2 1 2 01 01 01 0 1 01 0 1
det fp 1 5 3] =40y g g of Tty g 9 9| Ty o o o
1 3 31 0220_ 00 2 =2 000 -4
z 1 2]
(b) For which z is the matrix [0 x 0| invertible?
3 4 z

Solution. Expanding along the second rOW,

6).

82 O N

rz 1 9
det |0 =z = zdet B m} = z(2® —
3 4

The matrix is invertible when its determinant is nonzero, which is the case for all
real x except x =0, z = V6 and z = —/6.



