
Mathemati
s 242 { Prin
iples of AnalysisProblem Set 2 { Sele
ted SolutionsSeptember 27, 20048.4e/ We must 
onstru
t a bije
tive mapping f : (0; 1)! R. In order to get the whole realline as the image of a fun
tion on a �nite interval, we expe
t the graph must have verti
alasymptotes at both x = 0 and x = 1, say with limx!0+ f(x) = �1 and limx!1� f(x) =+1. We re
all from 
al
ulus that the tangent fun
tion has a graph with the right generalshape. However tan(x) has su

essive verti
al asymptotes at x = ��=2 and x = �=2. Sowe must shift and \squeeze" the graph horizontally to pla
e the asymptotes at x = 0 andx = 1. The fun
tion f(x) = tan(�x � �=2) will work for this purpose. Note that x = 0
orresponds to ��=2 and x = 1 
orresponds to ��=2. Sin
e tan(x) is stri
tly in
reasingon the open interval (��=2; �=2), it is inje
tive. It is 
ontinuous and surje
tive onto R.(A full proof of this requires a result 
alled the Intermediate Value Theorem that we willprove in a few weeks.) Hen
e our f is a bije
tion from (0; 1) to R.8.11/ a) We must show that there is a bije
tion f : (0; 1) ! (m;n). The linear fun
tionwith f(0) = m and f(1) = n will work for this purpose, sin
e both endpoints of bothintervals are omitted. We obtain f(x) = (n�m)x+m. This is inje
tive sin
ef(x) = f(x0)) (n�m)x+m = (n�m)x0 +m) (n�m)x = (n�m)x0 ) x = x0:The surje
tivity 
an be proved dire
tly here (without re
ourse to the Intermediate ValueTheorem). Given any y 2 (m;n), we 
an solve the equation y = (n � m)x + m for x:x = y�mn�m . If m < y < n, we see 0 < x < 1.b) Using part a, we have bije
tions f : (0; 1)! (m;n) and g : (0; 1)! (m0; n0). Thefun
tion h = g Æ f�1 maps (m;n) to (m0; n0). Moreover h is a bije
tion sin
e f�1 and gare bije
tions.10.15/ We assume that p(n) is a 
olle
tion of statements, one for ea
h n 2 N, satisfying1) p(1) is true, and2) p(1) ^ p(2) ^ � � � ^ p(k)) p(k + 1) for all k � 1.We 
laim that p(n) is true for all n 2 N (the prin
iple of strong indu
tion). The proofis by 
ontradi
tion. Let F = fn : p(n) is falseg, so we assume F is nonempty. By theWell-Ordering Prin
iple, F has a smallest element n0. By assumption 1, n0 > 1. Hen
en0 � 1 2 N, and 1; 2; : : : ; n0 � 1 2 N n F , so p(1); : : : ; p(n0 � 1) are all true. Thenassumption 2 shows that p(1) ^ � � � ^ p(n0 � 1) implies p(n0) is also true. But this is a
ontradi
tion, sin
e n0 2 F . Therefore F must be empty, and p(n) is true for all n 2 N.1



10.18 a) Finding a 
ommon denominator, we have�nr�+ � nr � 1� = n!r!(n� r)! + n!(r � 1)!(n� r + 1)!= n!((n� r + 1) + r)r!(n� r + 1)!= n!(n+ 1)r!(n� r + 1)!= (n+ 1)!r!(n� r + 1)!= �n+ 1r �
b) We must prove that(a+ b)n =Xi=0 �ni�an�ibi = �n0�an + �n1�an�1b+ � � �+ �nn�bnThis proof will be by indu
tion on n. The base 
ase n = 1 is true sin
e(a+ b)1 = a+ b = �10�a+ �11�bNow we assume as our indu
tion hypothesis that(a+ b)k = �k0�ak + �k1�ak�1b+ � � �+ �kk�bk:Now we 
onsider (a+ b)k+1 and use the indu
tion hypothesis:(a+ b)k+1 = (a+ b)(a+ b)k= (a+ b)��k0�ak + �k1�ak�1b+ � � �+ �kk�bk�= �k0�ak+1 + �k1�akb+ �k2�ak�1b2 + � � �+ �kk�abk�k0�akb+ �k1�ak�1b2 + � � �+ � kk � 1�abk + �kk�bk+1We 
olle
t like terms and use part a. Then sin
e �k0� = �k+10 � = �kk� = �k+1k+1� = 1,= �k + 10 �ak+1 + �k + 11 �akb+ �k + 12 �ak�1b2 + � � �+ �k + 1k + 1�bk+12


